Abstract—Divergence appears in message sequence chart specifications when an unbounded number of messages are pending within a communication channel. Several algorithms and tools have been already developed to detect this property. This paper explains why checking non-divergence is very close to the Boolean satisfiability problem and shows how SAT-solvers can be used to check this property efficiently. We show also how some other close properties can be checked similarly.
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INTRODUCTION

Message Sequence Charts (MSCs) are a popular model often used for the documentation of telecommunication protocols. They profit by a standardized visual and textual presentation (ITU-T recommendation Z.120) and are close to other formalisms such as sequence diagrams of UML. An MSC gives a graphical description of the intended communications between processes. Usually it abstracts away from the values of variables and the actual contents of messages. However, this formalism can be used at some early stage of design to detect errors in specifications [1], [2], [3], [5], [7], [8], [12], [13]. In this work we focus on detecting process divergence, as introduced in [2], verifying the buffer size of channels, as already investigated in [12], and checking global-cooperation [7], [8].

Message sequence graphs (MSGs), or equivalently high-level MSCs, are a usual formalism to describe possibly infinite sets of scenarios in some algebraic way. Numerous tools have already been developed to draw specifications of protocols in the form of MSGs. Some of them implement also formal verification techniques, see e.g. [3], [5], [10]. For the basic properties we consider, an almost instantaneous checking for relatively small MSGs would be appreciated. However, since MSGs can be defined in a modular way, dealing with large graphs efficiently would be also welcome.

Because asynchronous distributed systems provide no information about the relative speed of processes or the delay for a message to be delivered, divergence can appear in specifications: This means that there is no bound for the number of pending messages along an execution of specified scenarios. However a simple criterion allows us to decide whether a given MSG is not divergent [2, Th. 5]: We have to check that all connected components of the communication graph of each loop are strongly connected. In [2], Ben-Abdallah and Leue derived from their criterion an algorithm to check divergence, which is quadratic in the number of processes but exponential in the number of nodes. One has simply to search for all simple loops and to compute the strongly connected components of the resulting communication graphs. It follows that checking divergence is in NP. Now an interesting alternative algorithm was suggested in [1]: It consists in first fixing a diverging channel and some associated partition of processes and next searching for a simple loop matching these message exchanges, by computing the strongly connected components of the MSG restricted to the matching nodes. This second approach is quadratic in the number of nodes but exponential in the number of processes. These two simple algorithms are somehow opposite to each other but each may be efficient in some cases, according to the number of nodes and processes. For that reason, designing an efficient algorithm for checking divergence may be difficult.

Detecting divergence in MSGs is actually known to be NP-complete [1, Th. 7]. In this paper we give a quadratic reduction from divergence to the Boolean satisfiability problem (SAT) which allows us to use SAT-solvers to detect divergence in MSC specifications. In that way we take advantage of all the works on SAT-solvers. Still we do not claim that any NP-complete problem should be solved by means of reductions to SAT. We give also a linear reduction from SAT to divergence which shows that Divergence and SAT are formally close problems: Consequently efficient SAT-solvers should be able to detect divergence efficiently. This statement is confirmed by some preliminary experiments over small and large MSGs which show that the cost of reducing to SAT appears to be constant in practice.

Given a non-divergent MSG, a natural issue is to compute a buffer size for channels so that any pending message can be stored within the system before it gets delivered. As established by Lohrey and Muscholl, checking whether a buffer size is correct for all scenarios of a (possibly divergent) MSG is NP-complete [12, Th. 4.6]. Since the MSG used in the proof of this theorem shows no loop, this result extends to the particular case of non-divergent MSGs. Thus, computing an optimal appropriate buffer size for a non-divergent MSG is hard. In this paper we present a way to reduce to SAT the verification of a buffer size for a given
channel. Further this technique can be extended to weighted \textsc{max}-\textsc{sat} solvers in order to compute the optimal buffer size for a given channel.

Another key property of MSGs called global-cooperation \cite{7}, \cite{8} has been investigated in the literature: It requires that the communication graph of any loop is connected. Similarly to non-divergence, checking global-cooperation is co-NP-complete and two natural algorithms can be designed to solve this problem. Globally-cooperative and non-divergent MSGs are often called locally synchronized \cite{13} or bounded \cite{1}. They benefit from specific model-checking techniques and are known to be implementable by message-passing systems \cite{11}. That is why global-cooperation is an important property to check while designing a protocol with MSGs. Similarly to divergence, we present a quadratic reduction from Global-Cooperation to SAT.

This paper is organized as follows. In the next section we introduce the formalism of MSCs and MSGs together with the notion of communication graph. In Section II, we recall the three basic properties we want to check. Next Section III presents all our reductions to SAT that we use to check non-divergence, global-cooperation, and channel-bound. Section IV provides some numerical comparisons to other tools, namely MSCan \cite{5} and SOFAT \cite{10}. Finally Section V analyses the cost of these reductions to check properties of MSGs.

I. PROTOCOL SPECIFICATIONS WITH MESSAGE SEQUENCE CHARTS

Following a classical approach in concurrency theory the executions of a distributed system are regarded as labeled partial orders called Message Sequence Charts (MSCs). In this paper, similarly to \cite{6}, \cite{7}, \cite{11} the actual content of messages is abstracted from the notion of MSCs. For simplicity’s sake we consider also, as usual, MSCs for which each sending corresponds to some receipt. However the results and techniques presented here could be extended to the framework of compositional MSCs \cite{9}.

A. Labeled partial orders (or partial words)

A partial word over an alphabet $\Sigma$ is a triple $t = (E, \preceq, \xi)$ where $(E, \preceq)$ is a finite partial order and $\xi$ is a mapping from $E$ to $\Sigma$. A partial word can be seen as an abstraction of an execution of a concurrent system. Then the elements of $E$ are events and the letter $\xi(e)$ describes the basic action that is performed by event $e \in E$. Furthermore, the order $\preceq$ describes the causal dependence between events. A linear extension of $t$ is a total order $\leq$ over $E$ that respects the causal order, i.e. $\preceq \subseteq \leq$. It corresponds intuitively to a sequential view of the execution $t$. By $\text{LE}(t) \subseteq \Sigma^*$, we denote the set of linear extensions of a partial word $t$ over $\Sigma$.

B. Message sequence charts

Message sequence charts are defined by the Z.120 recommendation of the ITU-T with a formal syntax and graphical rules (Fig. 1). They benefit from specific model-checking techniques and are known to be implementable by message-passing systems \cite{11}. That is why global-cooperation is an important property to check while designing a protocol with MSGs. Similarly to divergence, we present a quadratic reduction from Global-Cooperation to SAT.

This paper is organized as follows. In the next section we introduce the formalism of MSCs and MSGs together with the notion of communication graph. In Section II, we recall the three basic properties we want to check. Next Section III presents all our reductions to SAT that we use to check non-divergence, global-cooperation, and channel-bound. Section IV provides some numerical comparisons to other tools, namely MSCan \cite{5} and SOFAT \cite{10}. Finally Section V analyses the cost of these reductions to check properties of MSGs.
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send event. By $M$, causality in $M$ consists only in the linear dependency over each instance and the ordering of pairs of corresponding send and receive events. Finally $M$ ensures that there is a one-to-one correspondence between send and receive actions for each channel. We denote by $MSC$ the set of all MSCs.

C. Message sequence graphs and communication graphs

We come now to the definition of the concatenation of two MSCs. Let $M_1 = (E_1, \preceq_1, \xi_1)$ and $M_2 = (E_2, \preceq_2, \xi_2)$ be two MSCs. The product $M_1 \cdot M_2$ is the MSC $(E, \preceq, \xi)$ where $E = E_1 \cup E_2$, $\xi = \xi_1 \cup \xi_2$ and the partial order $\preceq$ is the transitive closure of $\preceq_1 \cup \preceq_2 \cup \{(e_1, e_2) \in E_1 \times E_2 \mid \text{Ins}(e_1) = \text{Ins}(e_2)\}$.

DEFINITION 1.2 [11], [5], [8], [11], [12], [13] A Message Sequence Graph (for short: an MSG) is quadruple $G = (V, \rightarrow, \mu)$ that consists of a finite set of nodes $V$ with a distinguished initial node $i \in V$, a set of edges $\rightarrow \subseteq V \times V$, and a labeling $\mu: V \rightarrow MSC$ which maps each node to some MSC.

An example of an MSG describing a simplified sliding window protocol is depicted in Fig. 3. The language $L(G)$ recognized by an MSG $G$ collects all MSCs $M$ for which there exists a path $i = v_0 \rightarrow ... \rightarrow v_n$ such that $M = \mu(v_0) \cdot ... \cdot \mu(v_n)$. For convenience we assume that all nodes of an MSG are reachable from its initial node. MSGs are usually provided with a subset $F \subseteq V$ of final nodes. In that case the definition of $L(G)$ requires additionally that $v_n \in F$ and we would require then that each node is co-reachable from the final nodes. However this feature plays no role in our study, so we simply omit it here.

DEFINITION 1.3 [2], [8], [11] The communication graph of an MSC $M$ is the directed graph whose nodes are the processes which send or receive a message in $M$ (called the active processes of $M$) and such that there is an edge from $i$ to $j$ whenever $M$ specifies a message from $i$ to $j$.

For instance the communication graph of the MSC from Fig. 1 is depicted on Fig. 2. Observe here that this graph is strongly connected. Given an MSG $G$ and any subset of nodes $S \subseteq V$, the communication graph of $S$ is simply the union of the communication graphs of MSCs carried by nodes from $S$. The communication graph of a subset of edges $L \subseteq V \times V$ is the communication graph of the corresponding set of nodes. In particular the communication graph of a loop in $G$ is the communication graph of the subset of nodes occurring in this loop.

II. THREE KEY PROPERTIES TO CHECK

In this section we recall the definition of three basic properties that have been already investigated in the literature, namely channel-bound [12], divergence [2] and global-cooperation [7], [8].

A. Channel-bound and buffer size

Let $M = (E, \preceq, \xi)$ be an MSC. An execution of $M$ is a sequential view of its events, that is, a linear extension $s = (E, \preceq, \xi)$ of $M$. Each stage of this execution corresponds to a prefix $t \subseteq s$. Now the maximal number of messages pending within the channel from $i$ to $j$ along the execution $s$ is $\max_{t \subseteq s}(\#^{ij}(t) - \#^{ji}(t))$. Since this value depends on $s$, the width of $M$ for channel $(i, j)$ is defined as follows:

$$W_{i,j}(M) = \max_{s \in L(E(M))} \max_{t \subseteq s}(\#^{ij}(t) - \#^{ji}(t))$$

captures the maximal number of messages pending at any stage of any execution of $M$. For an MSG $G$, we consider the least upper bound $W_{i,j}(G) = \sup_{M \in L(G)} W_{i,j}(M)$. Note here that the MSC language $L(G)$ is infinite as soon as $G$ contains loops. Thus $W_{i,j}(G)$ can be infinite, too. The value $W_{i,j}(G)$ is interesting since it represents the optimal size of the buffer from $i$ and $j$ so that no overflow can occur in any execution of $G$.

DEFINITION II.1 A channel $(i, j)$ is bounded in an MSG $G$ if $W_{i,j}(G) < \infty$. An MSG $G$ is channel-bounded if all channels are bounded in $G$.

To our knowledge, the problem of computing $W_{i,j}(G)$ efficiently in practice has not been considered yet in the literature. However it is proved in [12, Th. 4.6] that computing the optimal buffer size $\max_{(i, j) \in \Xi} W_{i,j}(G)$ is NP-difficult. More precisely checking whether some given buffer size is larger than this optimal size is co-NP-complete.

B. Divergence vs. bounded channel width

An MSG is called divergent if $W_{i,j}(G) = \infty$ for some channel $(i, j)$, which means that the number of potentially pending messages is unbounded. A nice criterion to detect divergence in MSGs was established in [2, Th. 5]. For
convenience we introduce here this characterization for some fixed channel.

**Definition II.2** A channel \((i, j)\) is divergent in some MSG \(G\) if there exists some loop whose communication graph contains an edge from \(i\) to \(j\) but no path from \(j\) to \(i\).

An MSG is called divergent if there exists a loop whose communication graph contains a connected component that is not strongly connected. Thus an MSG \(G\) is divergent iff at least one channel is divergent in \(G\). This definition coincides with the criterion introduced in [2]. It is clear that detecting divergence in an MSG is in NP. Actually checking non-divergence is known to be in co-NP-complete [1, Th. 7].

**C. Global-cooperation and system synthesis**

Globally-cooperative MSGs play an important role in the theory of MSCs because they can be implemented in the form of a message-passing system with possibly unbounded buffers by means of some control information added to messages [8]. Moreover if the MSG is also non-divergent then this system requires only bounded buffers [11]. Again we introduce the notion of global-cooperation for a fixed channel.

**Definition II.3** A channel \((i, j)\) is globally-cooperative in some MSG \(G\) if \(i\) and \(j\) are connected in the communication graph of any loop for which both \(i\) and \(j\) are active.

As opposed to divergence, global-cooperation is a usual requirement to guarantee a nice behavior of the system. For that reason, an MSG \(G\) is called globally-cooperative if all channels are globally-cooperative in \(G\). Note here that the channel \((i, j)\) is globally-cooperative as soon as \((j, i)\) is globally-cooperative. Furthermore an MSG is globally-cooperative iff the communication graph of any loop is connected [7], [8]. Checking whether an MSG is globally-cooperative is known to be co-NP-complete [8, Prop. 6].

**III. Using SAT-solvers**

In this section we fix some MSG \(G = (V, \iota, \Delta, \mu)\). We explain here how to use SAT-solvers to detect divergence in a channel and to check global-cooperation of \(G\). We also explain how to check whether a given buffer size is appropriate for some channel. Further we present a way to compute the optimal buffer size of a channel.

**A. From Divergence to SAT**

Our formal reduction from divergence to SAT makes use of the following basic observation.

**Proposition III.1** A channel \((i, j)\) is divergent in the MSG \(G\) if and only if there exists a set of nodes \(L\) that forms disjoint simple loops and whose communication graph contains an edge from \(i\) to \(j\) but no path from \(j\) to \(i\).

Let \((i, j)\) be a fixed channel. We shall build a Boolean formula \(\Phi_{\text{div}}(G, i, j)\) with two kinds of variables: The edges \(\delta \in \Delta\) and the processes \(k \in I\). For any edge \(\delta = q \rightarrow q'\) from \(\Delta\) we let \(\text{dom}(\delta) = q\) and \(\text{cod}(\delta) = q'\) denote the domain and the codomain of \(\delta\). Moreover we write \(s \rightarrow_j r\) if the MSC carried by \(q\) or \(q'\) shows a message from \(s\) to \(r\).

The edge variables \(\delta\) assigned to true correspond to a subset of edges which will form a set of disjoint simple loops in any assignment satisfying \(\Phi_{\text{div}}(G, i, j)\). To do so we observe first that a subset of edges forms a set of disjoint simple loops if and only if the three next properties are satisfied:

- an edge leaves a node iff some edge enters this node,
- there is at most one edge leaving a given node,
- there is at most one edge entering a given node.

These conditions can be formalized by the following Boolean conditions:

\[
\text{Disjoint}\_\text{Loops} = \bigwedge_{\delta \in \Delta} \left( \delta \rightarrow \bigvee_{\text{dom}(\delta') = \text{cod}(\delta)} \delta' \right) \land \bigwedge_{\delta \in \Delta} \left( \delta \rightarrow \bigvee_{\text{cod}(\delta') = \text{dom}(\delta)} \delta' \right) \land \bigwedge_{\delta \neq \delta'} \left( \delta \neq \delta' \land \text{dom}(\delta) = \text{dom}(\delta') \rightarrow \neg \delta \lor \neg \delta' \right) \land \bigwedge_{\delta \neq \delta'} \left( \delta \neq \delta' \land \text{cod}(\delta) = \text{cod}(\delta') \rightarrow \neg \delta \lor \neg \delta' \right)
\]

We will also distinguish a subset of processes, those assigned to true. The formula will require that all processes reachable from the fixed process \(j\) in the communication graph of the selected edges are assigned to true (but possibly some other processes, too). In particular the variable \(j\) should be assigned to true. This requirement can be formalized in CNF as follows:

\[
\text{Reachable}_j = j \land \bigwedge_{s \rightarrow_j r} (\delta \land s) \rightarrow r
\]

This expresses the fact that if process \(s\) is reachable from \(j\) and \(\delta\) is selected then \(r\) is reachable from \(j\), provided that the domain or codomain of \(\delta\) carries an MSC that specifies a message exchange from \(s\) to \(r\).

Recall now that the channel \((i, j)\) is divergent in \(G\) if there exists a set of disjoint simple loops in \(G\) whose communication graph shows a direct message exchange from \(i\) to \(j\) but no path from \(j\) to \(i\) (Prop. III.1), which means that the variable \(i\) must be assigned to false. Thus it remains only to express the following condition

\[
\text{Divergence}_{i,j} = \neg i \land \bigvee_{i \rightarrow_j s} \delta
\]

To conclude we consider the formula

\[
\Phi_{\text{div}}(G, i, j) = \text{Disjoint}\_\text{Loops} \land \text{Reachable}_j \land \text{Divergence}_{i,j}.
\]

**Theorem III.2** The channel \((i, j)\) is divergent in \(G\) iff the Boolean formula \(\Phi_{\text{div}}(G, i, j)\) is satisfiable.
Note that the number of clauses in $\Phi_{\text{div}}(G, i, j)$ is at most $3 + 2 \times |\Delta| + 2 \times |\Delta|^2 + |\Delta|^2 \times |\Delta|$. Moreover the number of literals in each clause is at most $1 + |\Delta|$. Interestingly, in case $(i, j)$ is divergent then any assignment satisfying $\Phi_{\text{div}}(G, i, j)$ provides a counter-example for the non-divergence of this channel in the form of a simple loop. Thus, in order to detect divergence in an MSG $G$ we need simply to use a SAT-solver and ask about the satisfiability of $\Phi_{\text{div}}(G, i, j)$ for all channels $(i, j)$.

**Remark III.3** The formula Disjoint Loops ensures that the edges assigned to true form disjoint loops in $G$. Therefore the codomain of any of these edges is also the domain of some of these edges. Consequently, in order to avoid redundancy, we can restrict the conjunction in $\text{Reachable}_{i, j}$ and the disjunction in $\text{Divergence}_{i, j}$ to MSCs appearing in the domains of these edges. Another basic improvement would be to compute first the strongly connected components of $G$ and check each component separately. These two remarks will be valid below for global-cooperation, too.

**Remark III.4** In order to detect divergence in $G$, we can avoid checking each channel separately. For this we design a formula $\Psi_{\text{div}}(G)$ that is satisfiable if and only if $\Phi_{\text{div}}(G, i, j)$ is satisfiable for some channel $(i, j)$. To do so, we consider $2 \times |I|$ new variables $(i_k)_{k \in I}$ and $(j_k)_{k \in I}$. We require that exactly one process $i_k$ (resp. $j_k$) is assigned to true. Intuitively $i_k$ is assigned to true if $k = i$ and $j_k$ is assigned to true if $k = j$. Now $\Psi_{\text{div}}(G)$ is obtained from $\Phi_{\text{div}}(G, i, j)$ by replacing the clause $\neg i$ by $\bigwedge_{k \in I} (i_k \rightarrow \neg k)$, the clause $j$ by $\bigwedge_{k \in I} (j_k \rightarrow k)$, and the clause $\bigvee_{i \rightarrow s, j} \delta$ by $\bigwedge_{k \in I} (i_k \land j_k) \rightarrow \bigvee_{k \rightarrow s, i} \delta$.

**B. From Global-Cooperation to SAT**

Observe first that it is easy to remove from the MSG $G$ all nodes labeled by an empty MSC and get an equivalent MSG: The removal of empty nodes preserves and reflects global-cooperation of each channel. It may lead to multiple initial states, but this issue is not relevant since the initial state plays no role in the property we consider. For that reason we shall assume here that no node of $G$ maps to the empty MSC. Our formal reduction from Global-Cooperation to SAT makes use of the following fact.

**Proposition III.5** Assume that no node of $G$ is labeled by the empty MSC. Then $G$ is globally-cooperative if and only if the communication graph of any simple loop is connected.

**Example III.6** Consider the MSG with three nodes from Fig. 4. This MSG is not globally-cooperative. However the communication graph of any simple loop is connected. This shows that the removal of empty nodes in $G$ is crucial for Proposition III.5.

**Remark III.7** The MSG from Fig. 5 shows that Prop. III.5 is no longer valid if one considers a fixed channel.

More precisely the channel $(i, j)$ is not globally-cooperative in this MSG, but $i$ and $j$ are connected in the communication graph of any simple loop for which both $i$ and $j$ are active (since there is no such simple loop).

In order to check that $G$ is globally-cooperative we adopt first the following approach: We check that for all distinct processes $i$ and $j$, for all simple loops in $G$, if $i$ and $j$ are both active then they are connected. Let us fix a channel $(i, j)$. We build a Boolean formula $\Phi_{\text{gc}}(G, i, j)$ which is satisfiable if there exists a simple loop for which $i$ and $j$ are active but not connected. The formula $\Phi_{\text{gc}}(G, i, j)$ uses $|I| + N \times |\Delta|$ variables, where $N = |V|$ is the number of nodes in $G$. Each process $k \in I$ corresponds to a variable and for each $x \in [1, N]$ and each edge $\delta \in \Delta$ we consider a variable $\delta_x$. For convenience we write $\delta_N = \delta$ for each $\delta \in \Delta$. The formula $\Phi_{\text{gc}}(G, i, j)$ consists of four parts and borrows the specification of Disjoint Loops above:

$$\Phi_{\text{gc}}(G, i, j) = \text{Disjoint Loops} \land \text{Junction} \land \text{Connected}_i \land \text{Unconnected}_{i, j}$$

Thus we require again that the edges $\delta$ assigned to true form a collection of disjoint simple loops. We will formalize by Junction the property that these edges are connected: Consequently either they form a simple loop or no edge is assigned to true at all.

$$\text{Junction} = \bigwedge_{\delta, \delta' \in \Delta} \left\{ \begin{array}{l} -\delta_1 \lor -\delta'_1 \\ \delta \delta' \rightarrow \delta_{x+1} \\ \delta \in \Delta \land x \in [1, N-1] \\ \delta \in \Delta \land x \in [2, N] \\ \text{cod}(\delta') = \text{dom}(\delta) \end{array} \right\}$$

This formula states that

- at most one edge $\delta$ is assigned to true at the first level; intuitively this edge can be regarded as the first step of a loop.
- any edge assigned to true at some level $x < N$ must be assigned to true at level $x + 1$: The set of selected edges increases at each level.
the domain of any edge assigned to true at some level $x > 1$ but not at level $x - 1$ should be the codomain of some edge assigned to true at level $x - 1$. This ensures that the set of selected edges at each level is connected. Since each simple loop in $\mathcal{G}$ contains at most $N$ edges, any simple loop can be described according to this formula. Conversely any assignment satisfying Disjoint_Loops $\land$ Junction describes a simple loop in $\mathcal{G}$ (or nothing at all).

Similarly to the formula Reachable, we require now that all processes reachable or co-reachable from $j$ be assigned to true. This is guaranteed by Connected$_j$ below.

$$\text{Connected}_j = j \land \bigwedge_{s \rightarrow s' r} \left( (\delta \land s \rightarrow r) \land (\delta \land r \rightarrow s) \right)$$

Clearly any process in the connected component of $j$ within the communication graph of the selected edges must be assigned to true in any assignment satisfying Connected$_j$.

It remains to require that $i$ and $j$ are active processes in the selected simple loop, but $i$ is assigned to false. This means that $i$ and $j$ appear in the communication graph of the simple loop but they are not connected. This condition is formalized by Unconnected$_{i,j}$:

$$\text{Unconnected}_{i,j} = \left( \bigvee_{s \rightarrow s' r} \delta \right) \land \left( \bigvee_{s \rightarrow s' r} \delta \right) \land \neg i$$

Note that this condition ensures that at least one edge is assigned to true in any satisfying assignment, so the edges assigned to true form a simple loop.

**Theorem III.8** Provided that no node carries the empty MSC, the MSG $\mathcal{G}$ is not globally-cooperative iff the Boolean formula $\Phi_{cb}(\mathcal{G}, i, j)$ is satisfiable for some channel $(i, j)$.

It is easy to see that there are at most $4 + 2 \times N \times |\Delta| + 3 \times |\Delta|^2 + 2 \times |\mathcal{I}|^2 + 3 \times |\Delta|$ clauses in $\Phi_{cb}(\mathcal{G}, i, j)$. Moreover these clauses have at most $2 \times |\Delta|$ literals.

**Remark III.9** Provided that we have an enumeration $v_1, \ldots, v_N$ of all nodes, we could require additionally the minimality of the index of the codomain of the edge $\delta$ such that $\delta_1$ is assigned to true. In that way all symmetries generated by Junction vanish, which may help the SAT-solver in some cases.

**Remark III.10** Similarly to Remark III.4, we can avoid checking each channel separately by building a single formula $\Psi_{pr}(\mathcal{G})$ that is satisfiable iff $\Phi_{pr}(\mathcal{G}, i, j)$ is satisfiable for some channel $(i, j)$, i.e. $\mathcal{G}$ is not globally-cooperative.

**C. From Channel-Bound to SAT**

Let $B \in \mathbb{N}$ be a buffer size. The Channel-Bound problem for a non-divergent MSG $\mathcal{G}$, a buffer size $B$, and a channel $(i, j)$ consists in checking whether $W_{i,j}(\mathcal{G}) \leq B$, i.e. no more than $B$ messages may be pending within channel $(i, j)$ in any execution of $\mathcal{G}$. The next result shows how to detect $B + 1$ messages in the fixed channel $(i, j)$.

**Proposition III.11** Let $\mathcal{G}$ be a non-divergent MSG with $N$ nodes. If $W_{i,j}(\mathcal{G}) > B$ then there is a path $v_1 \rightarrow \ldots \rightarrow v_n$ of length $n \leq N \times |\mathcal{I}|$ such that $W_{i,j}(\mu(v_1) \cdot \ldots \cdot \mu(v_n)) > B$.

**Proof.** Assume that $W_{i,j}(\mathcal{G}) \geq B + 1$. Then there exists some MSC $M = (E, \leq, \xi)$, a linear extension $s = (E, \leq, \xi)$, and a prefix $s' \leq s$ such that $\#^{i,j}(s') - \#^{i,j}(s) \geq B + 1$. The MSC $M$ is the product of MSCs carried by successive nodes from $\mathcal{G}$ along a path $i = v_1 \rightarrow \ldots \rightarrow v_n$ which starts from the initial node. We put $M_p = \mu(v_p)$ for each $p \leq n$. Thus we have $M = M_1 \cdot \ldots \cdot M_n$. Events from $s'$ correspond to prefixes $M_p' \leq M_p$. Let $M_q$ be the first MSC such that some message is sent in channel $(i, j)$ but not received in $M_q'$. Let $M_q$ be the last MSC such that some message is sent in channel $(i, j)$ but not received in $M_q'$. We may assume that $M_p' = M_p$ for all $p < q$ and $r = n$. Since there are $N$ nodes, we may assume also that $q \leq N$. We can now drop the requirement that $v_0 = i$ by considering intuitively that any node is initial. In other words we may assume that $q = 1$.

Let $J_p \subseteq \mathcal{I}$ be the subset of processes $k$ such that some event in $M_1 \cdot \ldots \cdot M_p$ occurring on $k$ does not belong to $s'$. In that case we say that $k$ is stuck in $M_p$. Clearly $J_p \subseteq J_{p+1}$ for all $p$. Moreover $j \in J_1$ and $i \notin J_{r-1}$ because $s'$ contains some sending from $i$ to $j$ in $M_r$. Let $p > 0$. We may assume that $k \in J_p \setminus J_{p-1}$ if there exists some event $e$ on $k$ in $M_p$ that depends causally on some event $f$ in $M_p$ such that $f$ occurs on some process $l$ that is stuck in $M_{p-1}$, i.e. $l \in J_{p-1}$ and $f \leq e$. This means simply that we consider $M'$ to be maximal in some sense: Processes stuck in $M_p$ depend causally on processes stuck in $M_{p-1}$.

Assume now that we have $v_p = v + 1$ with $J_p = J_{p+1}$ and $p + l \leq r$. Then the loop $v_0 \rightarrow \ldots \rightarrow v_{p+1}$ contains no message from $i$ to $j$. Otherwise its communication graph shows an edge from $i$ to $j$ but no path from $j$ to $i$ whereas $\mathcal{G}$ is not divergent. In that case we can remove this loop from the path we have considered. Consequently we may assume that $r \leq N \times |\mathcal{I}|$. $\blacksquare$

Thus we need to explore only bounded paths in $\mathcal{G}$, similarly to bounded model-checking [4]. Now we can design a Boolean formula $\Phi_{pr}(\mathcal{G}, i, j, B)$ that is satisfiable if and only if there exists some path in $\mathcal{G}$ of length at most $N \times |\mathcal{I}|$ which allows more than $B$ messages pending in channel $(i, j)$, i.e. $W_{i,j}(\mathcal{G}) \geq B + 1$. For simplicity’s sake we shall assume here that there is at most one message from $i$ to $j$ in the MSC of each node.

The formula $\Phi_{pr}(\mathcal{G}, i, j, B)$ uses $H = N \times |\mathcal{I}|$ rows of $B + 3 + |\mathcal{I}| + N$ Boolean variables that describe a path of length at most $N \times |\mathcal{I}|$ starting from any state. In each row $x$, or equivalently at each stage of this path, the first $N$ variables $N_{a,x}$ (with $1 \leq a \leq N$) specify which node is reached by the path at each step: At most one of these
variables may be assigned to true. The next \(|I\)| variables \(I_{p,x}\) (with \(p \in I\)) keep track of the processes stuck at some stage. Finally the next \(B + 1\) variables \(C_{b,x}\) (with \(1 \leq b \leq B + 1\)) allow to count in unary the number of messages pending in channel \((i, j)\). For convenience and technical reasons we consider also two additional Boolean variables \(C_{0,x}\) and \(C_{B+2,x}\) which must be assigned to respectively to true and false. Alternatively these variables can be regarded as constants in the subsequent formulæ.

The formula \(\Phi_{\text{mc}}(G, i, j, B)\) consists of four parts:

\[
\Phi_{\text{mc}}(G, i, j, B) = \text{Valid\_Path} \land \text{Stuck\_Processes} \land \text{Counting} \land \text{Overflow}
\]

The formula \text{Valid\_Path} requires that the variables \(N_{a,x}\) select a path in the MSG. These conditions are formalized as follows:

\[
\bigwedge_{1 \leq x \leq H, 1 \leq a < b \leq N} (N_{a,x} \rightarrow \neg N_{b,x})
\]

\[
\bigwedge_{1 < x \leq H, 1 \leq a < b \leq N} \left( N_{a,x} \rightarrow \bigvee_{b \in \text{pred}(a)} N_{b,x-1} \right)
\]

where \(b \in \text{pred}(a)\) holds if there is an edge from node \(b\) to node \(a\). To complete \text{Valid\_Path} we require also that the first node of the path contains a message from \(i\) to \(j\): We add the clause \(\bigvee_{i \rightarrow j} N_{a,1}\) where \(i \rightarrow j\) holds if there is a message from \(i\) to \(j\) in the MSC of node \(a\).

Recall that we have assumed for simplicity’s sake that there is at most one message from \(i\) to \(j\) in each node. We focus now on the maximal prefix of the MSC corresponding to the selected path for which the receipt by \(j\) of the first message from \(i\) does not occur. We derive from the causal dependencies in MSCs a subset of processes stuck after each node, i.e. the processes whose behaviour depends on the receipt of the first message from \(i\) to \(j\). Initially, no process is stuck: Thus we require \(\neg I_{p,0}\) for each process \(p \in I\). Actually we regard each \(I_{p,0}\) as a constant equal to false in the subsequent formulæ. On the other hand, process \(j\) is stuck after the first node, so we require that \(I_{j,1}\) be assigned to true. More precisely, the subset of instances stuck after the first node is characterized by the next condition:

\[
\bigwedge_{1 \leq a \leq N, p \in \text{Init\_Blocked}(a)} (N_{a,1} \rightarrow I_{p,1})
\]

where for each node \(a\), the subset \(\text{Init\_Blocked}(a) \subseteq I\) collects all processes which have an event in the MSC of \(a\) that depends causally on the receipt of a message from \(i\) to \(j\). If a process is stuck at some stage, then it is stuck in the next stages too:

\[
\bigwedge_{0 \leq x < H, p \in I} (I_{p,x} \rightarrow I_{p,x+1})
\]

If a process depends at some stage of some event occurring on a process stuck at the previous stage, then it gets stuck too. We denote by \(\text{blocked}(a, p) \subseteq I\) the subset of processes that depend causally on process \(p\) in the MSC of node \(a\). Then we require that

\[
\bigwedge_{2 \leq x < H, 1 \leq a \leq N, p \in I, q \in \text{blocked}(a, p)} \left( (N_{a,x} \land I_{p,x-1}) \rightarrow I_{q,x} \right)
\]

These clauses form the formula \text{Stuck\_Processes}. They require that for each process \(p\) that depends on the receipt of the first message from \(i\) to \(j\) at some stage \(x\) (or earlier) the variable \(I_{p,x}\) is assigned to true in any satisfiable assignment of \(\Phi_{\text{mc}}(G, i, j, B)\).

We need to count in unary the number of pending messages from \(i\) to \(j\) at each stage \(x\) using the \(B+1\) bits \(C_{b,x}\) of each row. First, we make sure that \(C_{b,x}\) describes a natural number in unary, initiated by 0, by requiring that the next three clauses

\[
\neg C_{b,0} \land (C_{b,x} \rightarrow C_{b-1,x}) \land (\neg C_{b,x} \rightarrow \neg C_{b+1,x})
\]

hold for all \(0 \leq x < H\) and all \(1 \leq b \leq B + 1\). Here again, each \(C_{b,0}\) is actually a constant equal to false. We also require the two clauses \(C_{0,x}\) and \(\neg C_{B+2,x}\) for each \(0 \leq x < H\). Now if the selected path ends up at row \(x\), that is, if no node is selected at row \(x+1\), then we want the unary counter of row \(y > x\) to be equal to the counter at row \(x\). To do so, we require the following two clauses

\[
\left( \bigwedge_{1 \leq a \leq N} \neg N_{a,x} \land \neg C_{b,x-1} \right) \rightarrow \neg C_{b,x}
\]

\[
\left( \bigwedge_{1 \leq a \leq N} \neg N_{a,x} \land C_{b,x-1} \right) \rightarrow C_{b,x}
\]

for all \(1 \leq x < H\) and all \(1 \leq b \leq B + 1\). Since the counter cannot decrement, we can require:

\[
\bigwedge_{1 \leq x < H, 1 \leq b \leq B+1} (C_{b,x} \rightarrow C_{b,x+1})
\]

Since each MSC in \(G\) contains at most one message from \(i\) to \(j\), the counter may not be incremented twice at some stage:

\[
(C_{b,x-1} \land \neg C_{b+1,x-1}) \rightarrow \neg C_{b+2,x}
\]

for all \(1 \leq b \leq B - 1\) and all \(1 \leq x < H\). It remains to increment the counter at each stage if needed. Actually we forbid the incrementation of the counter when necessary. We require that

\[
(N_{a,x} \land \neg C_{b,x-1}) \rightarrow \neg C_{b,x}
\]

for all \(1 \leq b \leq B + 1\), all \(1 \leq x < H\) and all \(1 \leq a \leq N\) such that the node \(a\) shows no message from \(i\) to \(j\) and

\[
(N_{a,x} \land I_{p,x-1} \land \neg C_{b,x-1}) \rightarrow \neg C_{b,x}
\]
for all $1 \leq a \leq N$, all $1 \leq b \leq B + 1$ and all processes $p$ such that the node $a$ shows some message from $i$ to $j$ but the sending of that message depends causally on process $p$.

Finally the formula should be satisfiable only if the counter reaches $B+1$ after the last stage, which is formalized by the clause $\text{Overflow} = C_{B+1,H}$. Thus, there exists a path in $\mathcal{G}$ of length at most $N \times |\mathcal{I}|$ whose corresponding MSC has a channel-width greater than $B+1$ if and only if $\Phi_{\mathcal{G}}(i,j,B)$ is satisfiable.

**Theorem III.12** Let $\mathcal{G}$ be a non-divergent MSG, $(i,j)$ be a channel, and $B$ be a buffer size for $(i,j)$. Then $W_{i,j}(\mathcal{G}) > B$ iff the Boolean formula $\Phi_{\mathcal{G}}(i,j,B)$ is satisfiable.

We leave it to the reader to adapt the formalization of the Boolean formula $\Phi_{\mathcal{G}}(i,j,B)$ to the case where several messages from $i$ to $j$ may appear in the MSC of a node. For latter purposes, we stress here that the clause $\text{Overflow} = C_{B+1,H}$ is equivalent to the alternative constraint

$$\text{Overflow}_{\text{bis}} = \bigwedge_{1 \leq b \leq B+1} C_{b,H}$$

because we have an unary counter.

**D. Computing the optimal buffer size**

Let $\mathcal{G}$ be a non-divergent MSG and $(i,j)$ be a fixed channel. Let $m_{i,j} = \max_{v \in V} \#^{\downarrow_j} (\mu(v))$ be the maximal number of messages sent from $i$ to $j$ in MSCs in $\mathcal{G}$. In order to check whether some buffer size $B$ is appropriate for $(i,j)$, we have explained above that it is sufficient to check the channel-width of MSCs described by a sequence of nodes of length at most $N \times |\mathcal{I}|$. It follows that $W_{i,j}(\mathcal{G}) \leq m_{i,j} \times N \times |\mathcal{I}|$.

This upper-bound can be applied in order to use weighted MAX-SAT solvers to compute $W_{i,j}(\mathcal{G})$. The idea rather simple. Consider the formula $\Phi_{\mathcal{G}}(i,j,B)$ with $B = m_{i,j} \times N \times |\mathcal{I}| + 1$. We need to distinguish two sets of clauses in $\Phi_{\mathcal{G}}(i,j,B)$. The first ones are those appearing in the formula $\text{Overflow}_{\text{bis}} = \bigwedge_{1 \leq b \leq B+1} C_{b,H}$ which requires that the number of messages pending in $(i,j)$ after the selected prefix be equal to $B+1$. These clauses are given weight 1. The $K$ other clauses of $\Phi_{\mathcal{G}}(i,j,B)$ are weighted with $B+2$. Let $R$ be the maximal weight of the resulting weighted formula. Since these $K$ clauses may be satisfied (by considering any path), we have $R \geq K \times (B+2)$. It follows that $W_{i,j}(\mathcal{G}) = R - K \times (B+2)$. Thus, it is possible to make use of formula $\Phi_{\mathcal{G}}(i,j,B)$ together with a MAX-SAT-solver to compute $W_{i,j}(\mathcal{G})$ for a given channel $(i,j)$.

**IV. Comparisons to MSCan and other tools**

A natural way to evaluate our approach is to draw a comparison between our prototype and some existing tools. We have studied first MSCan [5] which is a recent tool dedicated to the verification of basic properties of MSGs, including global-cooperation. For a fixed number of nodes $n$, we have considered random MSGs over $n/2$ processes. For each node, we have chosen randomly three successor nodes together with an MSC consisting of a single message exchange. Figure 6 details the average runtime $\tau_{\text{MSCan}}$ needed by MSCan to check global-cooperation and the average runtimes needed by the SAT-solver minisat2 to check global-cooperation ($\tau_{\text{GC}}$) and non-divergence ($\tau_{\text{rty}}$) on our computer (Intel® Xeon® E5620, 2.4 GHz, 6Go RAM).

In order to look at more intuitive instances of problems, we have next considered the simplified sliding window protocol described in Fig. 3. For all window sizes, this protocol is globally-cooperative and non-divergent. The comparison between MSCan and our prototype is reported in Fig. 7.

To complete the tables from Fig. 6 and Fig. 7, we have...
also compared this approach to another tool for MSCs called SOFAT [10]. However these values are not relevant because this tool checks several properties simultaneously, so we cannot measure the time needed for checking global-cooperation or non-divergence precisely. Further we wanted to compare our prototype to the tool MESA [3], but unfortunately we could not run the available binaries up to now. However our first experiments show that using reductions to SAT and SAT-solvers may be a good choice to check non-divergence and global-cooperation in MSGs.

V. PRACTICAL COST OF OUR REDUCTIONS TO SAT

Global-cooperation and non-divergence are very similar properties based on the strongly connected components of the communication graphs of all simple loops. Still Fig. 6 and 7 show that checking divergence is much easier than checking global-cooperation even with only two processes. The main difference between our two reductions is the number of variables used to represent (sets of) simple loops: \( \Phi_{\text{div}}(G, i, j) \) requires \(|V| \) times more variables. In this section we compare the cost of these two reductions in practice. To do so we use two simple and similar reductions from SAT to divergence and global-cooperation. These two linear reductions allow us also to define, to measure and to compare the cost of our reductions.

A. Linear reduction from SAT to divergence

Let \( \phi \) be a Boolean formula with \( V \) variables \( x_1, ..., x_V \) and \( N \) clauses \( C_1, ..., C_N \). We build an MSG \( G_{\text{div}}(\phi) \) with \( V + 2 \) processes and \( 1 + \sum_{k=1}^{N} d_k \) nodes where the degree \( d_k \) is the number of literals in \( C_k \). Each variable is regarded as a process and we consider two new processes denoted by \( \text{true} \) and \( \text{false} \). Each literal of each clause \( C_k \) is identified with a node and we consider an additional node denoted by \( i \). This initial node is associated with the MSC with a single message exchange from \( \text{false} \) to \( \text{true} \). On the other hand the label carried by the other nodes \( l \) is the MSC that consists of a single message exchange from \( \text{true} \) to the variable \( x \), if \( l = x \), and from \( x \) to \( \text{false} \) if \( l = \neg(x) \). Consider now the MSG \( G_{\text{div}}(\phi) \) such that we have

- an edge from each literal of \( C_k \) to each literal of \( C_{k+1} \) for \( 1 \leq k < N \);
- an edge from \( i \) to each literal of \( C_1 \) and an edge from each literal of \( C_N \) to \( i \).

In particular any loop goes through \( i \) so its communication graph is connected since it contains an edge from \( \text{false} \) to \( \text{true} \). Moreover there is a path from \( \text{true} \) to \( \text{false} \) if and only if this graph is strongly connected, which means that some variable \( x \) is connected to \( \text{true} \) and \( \text{false} \). Thus we can derive a satisfying assignment from any simple loop whose communication graph is not strongly connected. Conversely it is easy to derive from any satisfying assignment some simple loop whose communication graph is not strongly connected.

**Lemma V.1** A Boolean formula \( \phi \) is satisfiable iff the channel \((\text{false}, \text{true})\) is divergent in \( G_{\text{div}}(\phi) \).

B. Cost for divergence

Theorem III.2 shows that checking the divergence of a channel \((i, j)\) in some MSG \( G \) can be reduced simply to the satisfiability of \( \Phi_{\text{div}}(G, i, j) \). Now for a given Boolean formula \( \phi \) we consider the time \( \tau_1(\phi) \) needed by a SAT-solver to solve \( \phi \), and the time \( \tau_2(\phi) \) needed by the same SAT-solver to solve the equivalent problem formalized by \( \Phi_{\text{div}}(G_{\text{div}}(\phi), \text{false}, \text{true}) \). The ratio \( \rho(\phi) = \tau_2(\phi) / \tau_1(\phi) \) represents the cost of our reduction to SAT to check divergence of \( G_{\text{div}}(\phi) \).

In order to evaluate this ratio, we have considered a benchmark of about 2000 Boolean formulae used for a competition of SAT-solvers in 2002. Then, for practical reasons, we have restricted our study to the problems such that \( \tau_1 \) is less than 200s. Surprisingly we have observed that the ratio is at most 3 for all problems with less than 700 clauses. For larger problems with up to 150000 clauses, the ratio remained less than 220.

It is easy to encode the \( n \)-queens problem into the satisfiability of a Boolean formula. We have evaluated the ratio for up to 100 queens and observed that the ratio tends to the value 40 (see Fig. 8). This is a rather good surprise which remains unexplained. We have observed a similar situation when we added the requirement that queens must be on black squares or when we considered formulae corresponding to random MSGs.

C. Cost for global-cooperation

Consider two new processes denoted by \( T \) and \( \bot \). Replace in \( G_{\text{div}}(\phi) \) the MSC carried by the initial node by the MSC with two message exchanges, one from \( \text{true} \) to \( T \), the other from \( \bot \) to \( \text{false} \). We denote by \( G_{\text{gc}}(\phi) \) the resulting MSG. Similarly to Lemma V.1, we can establish the next result.

```
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\caption{Ratio \( \rho(\phi) \) for divergence with up to 100 queens}
\end{figure}
```
Lemma V.2 A Boolean formula \( \phi \) is satisfiable if and only if the MSG \( G_{\phi}(\phi) \) is not globally-cooperative.

For a Boolean formula \( \phi \) we consider the time \( \tau_1(\phi) \) needed by a SAT-solver to solve \( \phi \), and the time \( \tau_2(\phi) \) needed by the same SAT-solver to solve the equivalent problem formalized by \( \Phi_{\phi}(G_{\phi}(\phi), \text{false}, \text{true}) \). The ratio \( \rho(\phi) = \tau_2(\phi)/\tau_1(\phi) \) represents the cost of our reduction to SAT to check global-cooperation of \( G_{\phi}(\phi) \).

Similarly to Figure 8, we wanted to measure this ratio for SAT formulae encoding the \( n \)-queens problem. However this ratio cannot be measured easily. The reason is that the value of \( \tau_2(\phi) \) is simply too large when \( \tau_1(\phi) \) is significant, say larger than 10ms. This situation is depicted in Figure 9 which shows the experimental values of \( \tau_1(\phi) \) and \( \tau_2(\phi) \) for distinct numbers of queens.

VI. Conclusion

We have presented some reductions from Divergence and Global-Cooperation to SAT that allow us to take advantage of all the works on SAT-solvers to check MSC specifications. Preliminary experiments show that this approach is efficient in practice compared to specialized tools. However Global-Cooperation seems to be a more complicated to check than Divergence at least when using the reduction presented in this paper. Some alternative reductions could be designed and tested in order to reduce this gap. We have formalized also a way to use SAT-solvers and MAX-SAT-solvers to check the buffer size of channels or even to compute the optimal buffer size for a channel. To our knowledge, there is no equivalent method or tool available so far. In order to ease further comparisons, our scripts to reduce MSGs to Boolean formulae and vice-versa are available at http://pageperso.lif.univ-mrs.fr/~florent.avellaneda/MSCChecking.
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