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#### Abstract

Medial Axis, also known as Centres of Maximal Disks, is a representation of a shape, which is useful for image description and analysis. Chamfer or Weighted Distances, are discrete distances which allow to approximate the Euclidean Distance with integers. Computing medial axis with chamfer distances has been discussed in the literature for some simple cases, mainly in 2D. In this paper we give a method to compute the medial axis for any chamfer distance in 2D and 3D, by local tests using a lookup table. Our algorithm computes very efficiently the lookup tables and, very important, the neighbourhood to be tested.
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## 1 Introduction

A digital image is a set of colored points in a space, for instance the voxels on the cubic grid. A shape in a binary image, is a subset of the points of the image, sharing the same color. The points of the shape, taken individually, do not provide any global information for the shape description.

Given a family of disks and a shape, we consider the disks completely included in the shape. If the smallest disk in the family is a single point, then the shape can be completely covered by such disks. Coding their positions and sizes is sufficient to reconstruct the original shape.

Now consider a covering of the shape by maximal disks, defined as follows:
Definition 1. A disk is maximal in the shape if the disk is not included in any single other disk in the shape.

The maximal disks are centred in the shape. Note that a maximal disk can be included in the union of other maximal disks; so the covering by maximal disk, which is unique by construction, is not always a minimal covering.

Definition 2. The Medial Axis (MA) of a shape is the set of centres of maximal disks in the shape.

The medial axis is a reversible coding of the shape; it is a global representation, centred in the shape, which allows shape description, analysis, simplification or compression. The medial axis is often not thin and disconnected. It is a step for weighted skeleton computation [12] and implicit surface reconstruction [7].


Fig. 1. Medial Axis with circles


Fig. 2. The $48^{\text {th }}$ of space $\mathcal{S}$

The aspect of the medial axis and its computation depend on the geometry of the family of disks, which can be circles, rectangles, distance balls, etc. For instance, figure 1 schematizes a medial axis covering a shape with circles.

The medial axis is especially attractive when the disks are distance balls, for computation cost and for description purpose. A distance is positive defined, symetric and respects the triangular inequality. Given a distance $d$, the distance $b a l l B_{d}$ of centre $p$ and radius $r$, is the set of points

$$
\begin{equation*}
B_{d}(p, r)=\{q: d(p, q) \leq r\} \tag{1}
\end{equation*}
$$

which is centre-symetric. There exists innumerable distances functions; since digital images are the most often encoded in integer arrays, we focus on discrete distances, which are distances working with integers.

## 2 Chamfer Distances

Chamfer distance $d_{C}$ can be defined in the following way: a chamfer mask $\mathcal{M}_{C}$ is a set of legal displacements in a neigbourhood, each displacement being weighted by an integer cost; the chamfer distance $d_{C}$ between two points is the cost of the path of least cost joining them, formed with legal displacements in the mask.

Borgefors popularizes chamfer distances in [2], in any dimension. Afterwards many optimization methods have been proposed, to approximate the Euclidean distance $d_{E}$; the major contribution is due to Verwer in 2 and 3 dimensions [13]. One can find in [12] a complete history of chamfer distance, the comparison of different optimization methods and crossing formulas between them. More recently, we propose in [8] new results in the 3D case, using Farey triangulations.

Chamfer distances have many advantages, which justify their success in applications. They are local distances, that is to say, which permit to deduce a distance from the distances of close neighbours, unlike $d_{E}$. All computations are
done using integers and linear operations $\{+,-,<\}$. As we will see, the computation of the medial axis can also be done by local tests.

The major attraction is the high speed - and simplicity - of the distance transform algorithm, denoted DT, due to Rosenfeld et al. [10]. The DT consists in labeling each point of a shape to its distance to the complementary. The DT is global, and operates in 2 passes on the image, independently of the thickness of the shape in the image, and of the dimension. The Reverse Distance Transform (RDT) allows to recover a shape from it's medial axis, also in 2 passes.


Fig. 3. First visible points


Fig. 4. Balls inside the shape

Our work space is the cubic grid, associated with the fundamental lattice $\Lambda$ of $\mathbb{Z}^{3}$. The cubic grid implies the symmetry towards planes of axes and bissectrices, called 48-symmetry: it divides $\mathbb{Z}^{3}$ into 48 sub-spaces $\left(48=2^{3} .3\right.$ ! with $2^{3}$ sign combinations and 3 ! coordinates permutations), versus 8 octants in $\mathbb{Z}^{2}$. We denote $\mathcal{S}$ the $48^{t h}$ of space represented in figure 2 :

$$
\begin{equation*}
\mathcal{S}=\left\{0 \leq z \leq y \leq x,(x, y, z) \in \mathbb{Z}^{3}\right\} \tag{2}
\end{equation*}
$$

We call weighting $M(\vec{v}, w)$ a displacement $\vec{v}(x, y, z) \in \mathbb{Z}^{3}$ associated with a weight $w \in \mathbb{N}^{*}$, also denoted $W[\vec{v}]$. In our work space, a chamfer mask $\mathcal{M}_{C}$ is a 48-symmetric set of $m$ weightings

$$
\begin{equation*}
\mathcal{M}_{C}=\left\{M_{i}\left(x_{i}, y_{i}, z_{i}, w_{i}\right), 1 \leq i \leq m\right\} \tag{3}
\end{equation*}
$$

The generator $\mathcal{M}_{C}^{g}$ of a mask $\mathcal{M}_{C}$ is the part $\mathcal{M}_{C} \cap \mathcal{S}$, from which are deduced all other weightings by the 48 -symmetry. The cardinal of $\mathcal{M}_{C}^{g}$ is denoted $m_{g}$. Given a displacement $\vec{v}$ in $\mathcal{M}_{C}$, we name $\vec{v}^{g}$ the corresponding displacement in $\mathcal{M}_{C}^{g}$ by the 48 -symmetry.

A weighting $(x, y, z, w)$ generates by translation the periods $(2 x, 2 y, 2 z, 2 w)$, $(3 x, 3 y, 3 z, 3 w)$, etc. For the sake of efficiency during DT, it is self-evident that $\mathcal{M}_{C}^{g}$ should only be formed of points such that $\operatorname{gcd}(x, y, z)=1$. The points having this property are said visible (from the origin, see [5]). The set of visible points of $\mathcal{S}$ can be obtained with a sieve upon the periods of visible points, by scanning $\mathcal{S}$ on $x, y, z$. Visible points are named $\mathrm{a}, \mathrm{b}, \mathrm{c}, \ldots$ in the sieve order. We give figure 3 the cartesian coordinates of the first visible points in $\mathcal{S}$. Properties of the choice of visible point subsets in a chamfer mask are studied in [8, 9].

## 3 Existing Methods to Extract MA

### 3.1 Local Maxima

After the DT, each shape point $p$ is labeled to its distance $D T[p]$ to the complementary. Let $\vec{v}$ be a displacement of the mask $\mathcal{M}_{C}$. The point $p+\vec{v}$ is deeper inside the shape than $p$ (see figure 4) if $D T[p+\vec{v}]>D T[p]$. Because of the definition of the chamfer distances, the greatest possible value of $D T[p+\vec{v}]$ is $D T[p]+W[\vec{v}]$. If this hapens, then the point $p$ propagates to $p+\vec{v}$ the distance information during the DT. We deduce that the disk centered in $p+\vec{v}$ completely overlaps the disk centered in $p$ (figure 4), thus $p \notin \mathrm{MA}$.

On the contrary, if $p$ does not propagate any weighting, then $p$ is called a Local Maximum. Such a point verifies

$$
\begin{equation*}
D T[p+\vec{v}]<D T[p]+W[\vec{v}], \quad \forall \vec{v} \in \mathcal{M}_{C} \tag{4}
\end{equation*}
$$

which we name Local Maximum Criterion (LMC). The set of points detected by the LMC, includes the MA by construction. Rosenfeld and Pfaltz showed in [10] that for the basic distances such that $\mathrm{a}=1$ ( $d_{4}$ and $d_{8}$ in $2 \mathrm{D}, d_{6}, d_{18}$ and $d_{26}$ in $3 \mathrm{D})$, the LMC set is exactly MA.

### 3.2 Equivalent Disks

This is no more true from the moment that a $>1$, since the LMC detects the MA plus erroneous points, which are not center of maximal disks. The LMC set is still reversible ; but the erroneous points are generally numerous, in particular close to the border of the shape, and they make the MA completely unusable for applications.

The trouble comes from the check in (4) in the difference between disk radii on DT. In fact, if a $>1$, then several radii may correspond to a same disk, ie. a given disk may have an interval of equivalent integer radii. The computation of the equivalence classes is related to the Frobenius problem [11, 6]. For instance, the class of equivalence of the single pixel ball is [1..a]. The corollary is that (4) is inadequate for $a>1$.

Arcelli and Sanniti di Baja showed in the 2D case for $3 \times 3$ masks that it is sufficient to bring down each value on the DT to the lowest term in its equivalence class ; the LMC is then exact on the modified DT. For instance, $d_{3,4}$ simply needs to bring the 3 down to 1 and the 6 down to 5 [1]. Their method is inappropriate for masks greater than $3 \times 3$ in 2 D and $3 \times 3 \times 3$ in 3 D , because of the appearance of influence cones in chamfer balls [12].

### 3.3 Lookup Tables

The most general and efficient solution is the method of the lookup tables, which stores the corrections to the LMC.

A shape point $p$ is a maximal centre if there is no other shape point $q$ such that the ball $B_{d}(q, D T[q])$ entirely overlaps the ball $B_{d}(p, D T[p])$. The presence
of $q$ forbids $p$ to be a MA point. Suppose that (i) it is sufficient to search $q$ in a local neigbourhood of $p$ and (ii) that we know for each $D T[p]$ the minimal value $D T[q]$, stored in a lookup table Lut, which forbids $p$ in direction $\vec{v}=\overrightarrow{p q}$.
(i) The local neighbourhood of vectors to be tested is denoted $\mathcal{M}_{\text {Lut }}$ and is 48-symmetric. The generator of $\mathcal{M}_{\text {Lut }}$ is denoted $\mathcal{M}_{L u t}^{g}$. Given $\vec{v} \in \mathcal{M}_{L u t}$, we name $\vec{v}^{g}$ the corresponding vector by the 48 -symmetry in $\mathcal{M}_{L u t}^{g}$.
(ii) The minimal value for $p$ and $\vec{v}$ is stored in $\operatorname{Lut}[\vec{v}][D T[p]]$. Because of the 48 -symmetry, it is sufficient to store only the values in $\mathcal{M}_{L u t}^{g}$; hence the minimal value for $p$ and $\vec{v}$ is accessed using $L u t\left[\vec{v}^{g}\right][D T[p]]$.

Finally we have the following criterion:

$$
\begin{equation*}
p \in \mathrm{AM} \quad \Longleftrightarrow \quad D T[p+\vec{v}]<\operatorname{Lut}\left[\vec{v}^{g}\right][D T[p]], \quad \forall \vec{v} \in \mathcal{M}_{L u t} \tag{5}
\end{equation*}
$$

The first use of lookup tables is due to Borgefors, Ragnemalm and Sanniti di Baja in [4], for $d_{E}$ in 2D. The lookup tables are computed with exhaustive search; the combinatory is enormous, but the computations are done once for all. The tables are given for radii less than $\sqrt{80}$. Borgefors gives in [3] the lookup tables for the 2 D distance $d_{5,7,11}$, which entries differs from the LMC for radii less than 60 ; but she does not generalize her lookup table computation method.

One of the authors proposes in [12] an efficient algorithm to compute the lookup tables for any chamfer mask in 2 D , assuming that $\mathcal{M}_{L u t}=\mathcal{M}_{C}$. But he points out that for large masks, erroneous points may be detected: a contradiction, and a fondamental question about the validity of the whole method.

We have recently discovered that the assumption $\mathcal{M}_{L u t}=\mathcal{M}_{C}$ actualy is the error. In fact, the two masks often completely differ, and we propose in the following the correct and efficient algorithm which computes both $\mathcal{M}_{\text {Lut }}$ and Lut in 3D. The following method is immediately applicable to the 2D case by skipping any reference to $z$.

## 4 Proposed Method to Compute Lookup Tables

Let us come back to the meaning of the labels on the DT image. A point $p$ is labeled to its distance $r=D T[p]$ to the complementary. If we apply the RDT on $p$, it generates the reverse ball denoted $B_{d}^{-1}(p, r)$, which is the set of points

$$
\begin{equation*}
B_{d}^{-1}(p, r)=\{q: r-d(p, q)>0\} \tag{6}
\end{equation*}
$$

and which is the greatest ball inside the shape, centred in $p$. From (1) and (6) it comes immediately the following lemma:
Lemma 1. $B_{d}(p, r)=B_{d}^{-1}(p, r+1)$.
While the sets are the same, it is important to note that resulting labels have different values on DT and RDT, as demonstrated figure 5 .

The computation of an entry $\operatorname{Lut}[\vec{v}][r]$ in the lookup table for $r=D T[p]$ in a direction $\vec{v}$, consists in finding the smallest radius $R$ of a ball $B_{d}^{-1}(p+\vec{v}, R)$


Fig. 5. Difference of labeling between (a) $B_{d_{3,4}}(6)$ and (b) $B_{d_{3,4}}^{-1}(6+1)$.


Fig. 7. Overlapping test on two balls restricted to $\mathcal{S}$


Fig. 8. Translated overlapping test on $D T^{g}$
which overlaps completely $B_{d}^{-1}(p, r)$ (see figure 4). As illustrated figure 7 , a method to find $R$ is to decrease the radius $R_{+}$while the ball overlaps, but each step needs a RDT, and the cost is prohibitive. The lemma 1 is the starting point of our method: we will show that it is sufficient to compute the DT in $\mathcal{S}$ only a single time at the beginning; the lemma 1 allows to test the overlappings on $\mathcal{S}$.

### 4.1 Computing an Entry of the Lookup Table

We choose to restrict our study to balls which are convex and symetric, ie. to distances inducing a norm (see [8]). Therefore, we can limit the overlapping test by restricting the two balls to $\mathcal{S}$, which gives the figure 7 . This loss of generality should not be annoying since non-norm distances are not homogeneous (the shortest path may zigzag over the grid). Note however that it is still possible not to restrict to $\mathcal{S}$ leading to a greater computationnal load.

Instead of reducing the radius $R_{+}$while the ball overlaps in figure 7, we propose to translate both $B_{d}^{-1}(p, r)$ and $B_{d}^{-1}(q, R)$ to the origin as shown in figure 8 . We scan each point $p_{1}$ of $B_{d}^{-1}(O, r) \cap \mathcal{S}$, which by translation of vector $\vec{v}^{g}$ gives $p_{2}$. Finally, we find

$$
\begin{align*}
R & =\max \left\{d\left(O, p_{2}\right): p_{2}=p_{1}+\vec{v}^{g}, p_{1} \in B_{d}^{-1}(O, r) \cap \mathcal{S}\right\}  \tag{7}\\
& =\max \left\{d\left(O, p_{1}+\vec{v}^{g}\right): p_{1} \in B_{d}^{-1}(O, r) \cap \mathcal{S}\right\} \tag{8}
\end{align*}
$$

This process can be very efficiently implemented, using a correspondence between figure 8 and the image $C T^{g}$, which is the result of the Cone Transform. It gives for any point of $\mathcal{S}$ its distance from the origin, see figure 6.a. For any chamfer distance that induces a norm (see $[9,8]$ ), a fast algorithm (given in figure 9) exists that computes $C T^{g}$ in a single pass, only using $\mathcal{M}_{C}^{g}$.

```
PROCEDURE ComputeCT \({ }^{g}\left(L, \mathcal{M}_{C}^{g}\right.\), Cone ) ;
Cone \([(0,0,0)]=0\);
FOR \(x=1\) TO \(L-1\), FOR \(y=0\) TO \(x\), FOR \(z=0\) TO \(y\) DO
\{
    min \(=+\infty\);
    FOREACH \(\vec{v}^{g}\) IN \(\mathcal{M}_{C}^{g}\) DO
        \{
            \(\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=(x, y, z)-\vec{v}^{g} ;\)
            IF \(\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in \mathcal{S}\) AND Cone \(\left[\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right]+W\left(\vec{v}^{g}\right)<\min\) THEN
                \(\min =\operatorname{Cone}\left[\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right]+W\left(\vec{v}^{g}\right) ;\)
        \}
    Cone \([(x, y, z)]=\min ;\)
\}
```

Fig. 9. Fast Cone Distance Transform Algorithm. Input: $L$ the side length, $\mathcal{M}_{C}^{g}$ the generator of the $d_{C}$ mask. Output : Cone the $L^{3}$ distance image containing the cone.

```
PROCEDURE ComputeLutColumn (Cone, \(L, \vec{v}^{g}, R_{\text {max }}, L u t\left[\vec{v}^{g}\right]\) ) ;
FOR \(r=1\) TO \(R_{\text {max }}\) DO Lut \(\left[\vec{v}^{g}\right][r]=0 ; \quad / /\) Initializes \(\operatorname{Lut}\left[\vec{v}^{g}\right]\) to 0
FOR \(x=1\) TO \(L-1\), FOR \(y=0\) TO \(x\), FOR \(z=0\) TO \(y\) DO
\{
    \(r_{1}=\operatorname{Cone}[(x, y, z)]+1 ; \quad / /\) radius of the ball where \(p_{1}\) is located
    \(r_{2}=\operatorname{Cone}\left[(x, y, z)+\vec{v}^{g}\right]+1 ; \quad\) // same for \(p_{2}\)
    \(\operatorname{Lut}\left[\vec{v}^{g}\right]\left[r_{1}\right]=\operatorname{MAX} \quad\left\{L u t\left[\vec{v}^{g}\right]\left[r_{1}\right], r_{2}\right\} ;\)
    \}
\(r_{2}=0 ;\)
FOR \(r_{1}=0\) TO \(R_{\max }\) DO
    IF Lut \(\left[\vec{v}^{g}\right]\left[r_{1}\right]>r_{2}\) THEN \(r_{2}=\operatorname{Lut}\left[\vec{v}^{g}\right]\left[r_{1}\right]\) ELSE \(\operatorname{Lut}\left[\vec{v}^{g}\right]\left[r_{1}\right]=r_{2} ;\)
```

Fig. 10. Lut Computation Algorithm. Input: Cone the cone, $L$ the side length, $\vec{v}^{g}$ the column of Lut to be computed, $R_{\max }$ the greatest radius value seekable in Lut. Output : Lut $\left[\vec{v}^{g}\right]$ is filled with the correct values.

The implementation of Lut computation shown in figure 10, consists in a scan of $\mathcal{S}$ (line $2-7$ ). For each point $p_{1}$, we look for the corresponding radius $r_{1}$ which is $C T^{g}\left[p_{1}\right]+1$ because of lemma 1 . We then look for the radius $r_{2}$ of
the ball passing by point $p_{2}$; its value is $C T^{g}\left[p_{2}\right]+1=C T^{g}\left[p_{1}+\vec{v}^{g}\right]+1$, also because of lemma 1. During the scan, we keep the greatest value found for $r_{2}$, which at the end, is $R$ by (8).

Due to the discrete nature of the balls, one can observe in Lut, cases where for instance $r_{1}<r_{2}$ while $\operatorname{Lut}\left[\vec{v}^{g}\right]\left[r_{1}\right]>\operatorname{Lut}\left[\vec{v}^{g}\right]\left[r_{2}\right]$, which means that the ball overlapping $B_{d}\left(r_{1}\right)$ is bigger than the ball overlapping $B_{d}\left(r_{2}\right)$. These artefacts of discrete distances should not happen because it has been proved in [13], p. 20, that any $d_{C}$ is a distance function, and thus

$$
\begin{equation*}
\forall r_{1}, r_{2} \quad r_{1}<r_{2} \Rightarrow B_{d}\left(r_{1}\right) \subseteq B_{d}\left(r_{2}\right) . \tag{9}
\end{equation*}
$$

We therefore have to correct the table by assuming that in this case, $\operatorname{Lut}\left[\vec{v}^{g}\right]\left[r_{2}\right]$ should at least equals $\operatorname{Lut}\left[\vec{v}^{g}\right]\left[r_{1}\right]$ (figure 10, lines 8-10).

### 4.2 Computing the Mask of the Lookup Table

We now focus on the computation of the set of weightings $\mathcal{M}_{L u t}^{g}$.
We assume that a given set $\mathcal{M}_{L u t}^{g}$ is sufficient to extract correctly the MA from any $D T$ image which values does not exceed $R_{\text {Known }}$, ie. this $\mathcal{M}_{L u t}^{g}$ enables to extract from any ball $B_{d}(O, r)$ where $r \leq R_{\text {Known }}$, a medial axis which is (by definition 2) the sole point $O$ (the origin). At the beginning, $\mathcal{M}_{L u t}^{g}$ is empty and $R_{\text {Known }}=0$.

We propose to test each ball $B_{d}(O, r)$, where $r>R_{\text {Known }}$, each time extracting its DT and then its MA, until whether $r$ reaches $R_{\text {Target }}$, or a point different from $O$ is detected in the MA of $B_{d}(r)$. If $r$ reaches $R_{\text {Target }}$, then we know that $\mathcal{M}_{\text {Lut }}^{g}$ enables to extract MA correctly, for any $D T$ containing values lower or equal to $R_{\text {Target }}$.

On the contrary, if we reach the case where (at least) one extra point $p$ is found in MA, it means that $\mathcal{M}_{L u t}^{g}$ is not sufficient to correctly extract MA. We propose to introduce the new weighting $\left(p, C T^{g}[p]\right)$ in $\mathcal{M}_{L u t}^{g}$. If this new mask is sufficient to remove $p$ then the process continues. If not, there is no possible Lut for this distance and the process stops, reporting the problem (this should never happen if $d$ actualy induces a norm).

### 4.3 Related Algorithms

The full algorithm given figure 11, uses two other algorithms given figures 12 and 13. They are dedicated versions (limited to $\mathcal{S}$ and thus 48 times faster) of the classical Distance Transform and Medial Axis Extraction.

Note that the use of $D T^{g}$ (figure 11, line 7) is mandatory, since the MA is extracted from the DT to the complementary (see $\S 2$ and $\S 3$ ). In fact, a simple threshold on image $C T^{g}$ to the radius $R$ gives only the $B_{d}(O, R) \cap \mathcal{S}$ set, but not the correct labels (see figure 6 , where values of (a) differ from (b)).

```
PROCEDURE ComputeAndVerifyLut ( \(\left.L, \mathcal{M}_{\text {Lut }}^{g}, R_{\text {Known }}, R_{\text {Target }}\right)\);
ComputeCT \({ }^{g}\left(L, \mathcal{M}_{C}^{g}\right.\), Cone) ;
\(R_{\text {max }}=\operatorname{MAX}\{\) Cone \([p]: p \in\) Cone \(\} ;\)
FOREACH \(\vec{v}^{g}\) IN \(\mathcal{M}_{\text {Lut }}^{g}\) DO ComputeLUTColumn ( \(\left.\vec{v}^{g}, R_{\max }, L u t\right)\);
FOR \(R=R_{\text {Known }}+1\) TO \(R_{\text {Target }}\) DO
\{
    \(\forall p, D T^{g}[p]=\left\{\begin{array}{l}1 \text { if Cone }[p] \leq R \\ 0 \text { else }\end{array} ; \quad / /\right.\) Copy \(B_{d}(R) \cap \mathcal{S}\) to \(D T^{g}\)
    Compute \(D T^{g}\left(\mathcal{M}_{C}^{g}, D T^{g}\right) ;\)
    FOR \(x=1\) TO \(L\), FOR \(y=0\) TO \(x\), FOR \(z=0\) TO \(y\) DO
        IF IsMA ( \((x, y, z), \mathcal{M}_{L u t}^{g}\), Lut, \(\left.D T^{g}\right)\) THEN
            \{
                \(M=(x, y, z, \operatorname{Cone}[(x, y, z)]) ; \quad / /\) Build a new weighting \(M\)
                \(\mathcal{M}_{\text {Lut }}^{g}=\mathcal{M}_{\text {Lut }}^{g} \cup\{M\} ; \quad / / \operatorname{Add} M\) to \(\mathcal{M}_{\text {Lut }}^{g}\)
            ComputeLUTColumn \(\left((x, y, z), R_{\max }, \operatorname{Lut}[(x, y, z)]\right) ; \quad / /\) and Lut
            IF IsMA ( \((x, y, z), \mathcal{M}_{L u t}^{g}\), Lut, \(\left.D T^{g}\right)\) THEN ERROR ;
        \}
\}
\(R_{\text {Known }}=R_{\text {Target }} ;\)
```

Fig. 11. Full Lut Computation Algorithm with determination of $\mathcal{M}_{L u t}^{g}$. Input : $L$ the side length of the images, $\mathcal{M}_{\text {Lut }}^{g}$ the generator of the Lut neighbourhood, $R_{\text {Known }}$ the last verified radius, $R_{\text {Target }}$ the maximum radius to be verified. Output: Lut the lookup table, $R_{\text {Known }}$ the new verified radius.

## 5 Results

While the computation of the Lut array in figure 10 is very fast (less than a second ${ }^{1}$ ), the computation of $\mathcal{M}_{L u t}^{g}$ in figure 11 , involving its verification, is rather slow, as shown below, and its result should hence be saved for further usage. It takes approximatively six minutes $\left(370 \mathrm{~s}^{1}\right)$ to compute the $\mathcal{M}_{\text {Lut }}^{g}$ for distance $d_{11,16,19, \mathrm{j}=45}$ for $L=100$ and from $R_{\text {Known }}=0$ to $R_{\text {Target }}=1100$ (the radius of the biggest $B_{d} \cap \mathcal{S}$ possible in the $L^{3}$ sized image $C T^{g}$ ). This load is explained by the systematic test of 1100 balls $B_{d}(r)$. Each of them involves computations $\left(C T^{g}\right.$ and $M A$ extraction) on $o\left(r^{3}\right)$ points. It is therefore much more interesting to use chamfer distances with small values of $W$ [a] since this gives fewer balls to test and thus a faster result.

In this scope, in most cases, it is interesting to compensate for the quality loss by more weightings in $\mathcal{M}_{C}^{g}$. For example, the extraction of $\mathcal{M}_{L u t}^{g}$ for distance $d_{7,10,12, \mathrm{~d}=16, \mathrm{e}=17}$ for $L=100$ from $R_{\text {Known }}=0$ to $R_{\text {Target }}=700$ is $33 \%$ faster, while achieving a better approximation of $d_{E}$.

We give in figure 14 some examples of Lut arrays where $\mathcal{M}_{C}^{g}=\mathcal{M}_{\text {Lut }}^{g}$. The tables show only the values which differ from the LMC (ie. $R+W\left[\vec{v}^{g}\right] \neq$ $L u t\left[\vec{v}^{g}\right][R]$, see (4) and (5) ), and thus represent the irregularities.

[^0]```
PROCEDURE Compute \(D T^{g}\left(D T^{g}, L, \mathcal{M}_{C}^{g}\right)\);
FOR \(z=L-1\) TO 0, FOR \(y=L-1\) TO \(z\), FOR \(x=L-1\) TO \(y\) DO
    IF \(D T^{g}[(x, y, z)] \neq 0\) THEN
    \{
        \(\min =+\infty\);
        FOREACH \(\vec{v}^{g}\) IN \(\mathcal{M}_{C}^{g}\) DO
            \{
                IF \((x, y, z)+\vec{v}^{g} \in \mathcal{S}\) THEN \(w=D T^{g}\left[(x, y, z)+\vec{v}^{g}\right]+W\left(\vec{v}^{g}\right)\)
                    ELSE \(w=+\infty\);
            \(\min =\operatorname{MIN}\{w, \min \} ;\)
        \}
        \(D T^{g}[(x, y, z)]=\min ;\)
    \}
```

Fig. 12. Fast Distance Transform in $\mathcal{S}$. Input : $D T^{g}$ the shape (limited to $\mathcal{S}$ ), $L$ the side length, $\mathcal{M}_{C}^{g}$ the generator of the $d_{C}$ mask. Output : $D T^{g}$ the distance map.


```
FOREACH }\mp@subsup{\vec{v}}{}{g}\mathrm{ IN }\mp@subsup{\mathcal{M}}{\mathrm{ Lut }}{g}\mathrm{ DO
    IF DT [ [p+\mp@subsup{\vec{v}}{}{g}]<Lut[\mp@subsup{\vec{v}}{}{g}][D\mp@subsup{T}{}{g}[p]] THEN RETURN FALSE ;
RETURN TRUE ;
```

Fig. 13. Fast extraction of MA points from $B_{d} \cap \mathcal{S}$. Input : $p$ the point to test, $\mathcal{M}_{L u t}^{g}$ the generator of the Lut neighbourhood, Lut the lookup table, $D T^{g}$ the distance transform of the section of the ball. Output : returns TRUE if point $p$ is detected as $M A$ in $D T^{g}$.

The figure 15 shows a full example of both the computed mask $\mathcal{M}_{L u t}^{g}$ and the Lut array for distance $d_{11,16,19, \mathrm{j}=45}$. One must note the difference between $\mathcal{M}_{C}^{g}$ and $\mathcal{M}_{L u t}^{g}$ and the presence of point 3 e which is not a visible point, and thus would not have appeared in $\mathcal{M}_{C}^{g}$ as seen in section 2 . We finally give in figure 16 the $\mathcal{M}_{L u t}^{g}$ for distance $d_{19,27,33, \mathrm{~d}=43, \mathrm{e}=47}$, which is as in figure 15 , very different from its corresponding $\mathcal{M}_{C}^{g}$.

## 6 Conclusion

In this paper, we give the solution to the fundamental problem pointed out in [12], where the computed lookup tables detected erroneous $M A$ points for large masks. We introduce a new mask $\mathcal{M}_{L u t}$, different from the mask $\mathcal{M}_{C}$ used to compute $D T$. We present and justify our algorithm to compute $\mathcal{M}_{L u t}$ and Lut. The correctness of the method is verified during the computation of $\mathcal{M}_{L u t}$ and thus ensures that the medial axis is free of the error points encountered in [12]. We use the symetry of the ball of chamfer norms to minimize computations. Finally, we give results for various chamfer norms given in [8].
$d_{3,4,5}$

| $R$ | a | b | c |
| :---: | :---: | :---: | :---: |
| 3 | 4 | 5 | 6 |


| $d_{4,6,7, \mathrm{~d}=9, \mathrm{e}=10}$ |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $R$ a b c d e <br> 4 5 7 8 10 11 <br> 6 9 10 11 14 15 <br> 7 10     <br> 8 11     <br> 9  14 15   <br> 12 15 17 18 20 21 <br> 16 19     |  |  |  |  |  |



$$
d_{7,10,13, \mathrm{e}=18}
$$

| $R$ | a | b | c | e |
| :---: | :---: | :---: | :---: | :---: |
| 7 | 8 | 11 | 14 | 19 |
| 10 | 15 | 18 | 19 | 26 |
| 13 | 18 | 21 | 24 | 29 |
| 14 | 19 |  |  |  |


| $R$ | a | b | c | e |
| :---: | :---: | :---: | :---: | :---: |
| 17 | 22 | 25 | 27 | 33 |
| 18 |  |  | 29 |  |
| 20 | 26 | 29 | 32 | 37 |
| 23 | 29 | 32 | 34 | 40 |


| $R$ | a b c e |  |  |
| :---: | :---: | :---: | :---: |
| 24 | 29 |  |  |
| 25 |  | 37 |  |
| 26 |  | 37 |  |
| 27 | 33 |  |  |


| $R$ | a | b | c | e |
| :---: | :--- | :--- | :--- | :--- |
| 28 |  |  | 40 |  |
| 30 | 36 | 39 | 42 | 47 |
| 33 |  |  | 45 |  |
| 34 | 40 |  |  |  |


| $R$ | c | $R$ | c |
| :---: | :---: | :---: | :---: |
| 35 | 47 | 46 | 58 |
| 36 | 47 | 48 | 60 |
| 38 | 50 | 56 | 68 |
| 43 | 55 |  |  |

Fig. 14. Examples of Lut of $4 d_{C}$ for which $\mathcal{M}_{C}^{g}=\mathcal{M}_{L u t}^{g}$
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